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st fomw %“%}6}711 A}%:az 91 thKline,
2016). oled FEIAA PSS FAHs}uA
gk u) gukdgom HuL
M) F4< o83tk Hule: PHS =y

$S(maximum likelihood,

3 ATt FoHe W AR PALES
EEREE UT = AvRe Azg %

7V Al gt

ox X o 4

°

< zZHA FhBollen, 1989; Joreskog, 1969).
9% B4e AUSE W T2 AW F
stbel 474 bgel AAsolor ug &
A +=Hl(Browne, 1984; Browne & Shapiro, 1988),
ARl # 8L Fofll A AMEHE HFES B
Aol AtEEE wEA vl B4 7t
S @38 WH8E7] o H HhMicceri, 1989;
Wang & Wang, 2020). A4 7Fgo] fui=
2dold AUSE PHE ol8T BE 34
Azt #3 B9 BAZL wAsE, A 4
S} Ar AR B Ao} AN A
o= 4#A 9 thCurran et al, 1996). o] 2] 3
Al tH&str] flste] ZIEe] HU¢=
FA F£AL Jlele oy REXE#
(bootstrap)3} 722 totA ¢l HPHEo] A% ]
ThBollen & Stine, 1992; Efron, 1979; Satorra &
Bentler, 1994). o]} 22 ofz] ®PHEo] At
HAFols B8k, 2t Wie] g 9
AEe Ml Sl Aok Algdolde] X
3 Zdo wel =24 JeElgthCurran et al,

1996; Yu, 2002). 0|42 Ao wal A#@Ho)
A e 8 E(performance) S H.0]7| wj&E-ol
APAEC] YR HHR A Fd)
Ao 2= AAF =4 "pHo] Fgjolx
Fhsl7] o]@th oo B AFx= AFA 7}
o) S AN AET - A

O ox O o i orror

=% RS AFHA Wk o|B
HIRTH ZA0IA Tk 3
52 4P de) TS BAF % A
o ol A=) We Sy AR AAHo=
Helstel Abw ik

wyo 24e o

1__1_

o Aol AW mrE 2
| e dest o
F74 wgel Ade we e

Fag, o
S8 BEe FAAS AAHA =Y HY
5 A% A%} 2eA7) Witk & W,

] Ao A=
b E5kA AHE-E M (Hoyle,
2000; Wang & Wang, 2020), EFE QHgA 0
2 245y AREE B 9D A4S
Age AFHH Aol oA 717 Ags)
o] $thBollen, 1989). H¢= WHS AL
si7lol @A, YA A3t 4EE Sl
FAe F4 el Asa g M
WEst=A] &2l oF SFcHFinney & DiStefano,
2013). AEH-OrE W] #AARJ T F st
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Aoz, ATA Aol AE A
—ir4 7.%401]/‘1 HEFe] A Kol A
A ThBollen, 1989). AHA 714 ./]
AAFE 28 Az AAHES
Ags wEe FAAL 0

Ho|H(Chou et al,, 1991), o]2|gk
Fo ALE GUHEE 4Ehe 150F
S7F BAIZ o]ojA Al B HCurran et al.,
1996).

AT 7V S A TS B B
st7] flell o2l FAAA Aol AGEA
WA, AT ol S el Ee
e gzez Augs
HHH o= Satorra®} Bentler(1994)7} A ¢Fel MLM
(ML with a mean adjustment) % MLMV(ML with

H
o
o

1’
o}m—“““"

i

A4

OF_E‘_\'ﬂrQL:gloé_ﬁ
==

Z=2Z] S

TTo=E 7&3]3]‘1‘1

a mean- and variance-adjustment)®} MLR(ML with
robust standard errors) 5°] S THMuthén &
Muthén, 1998 - 2017; Wang & Wang, 2020). &
3], MLM#Z} MLR2 HHFHE HASAZF
o) oIl @ 2Ades 97 248 )
stal FAaFAE FFab g 1S A
Alske WRolghs FEAlel oM (Savale,
2010), g4 7Hgo] fHlE z=xoA 43
o] Hojuytta & A QAthChou et al, 1991;
Curran et al., 1996; Grgnneberg & Foldnes, 2019;
1992; Lai, 2018). ©]ol] £ A+
7 RS 8E Hh-$-S(corrected ML)

o ARad i e

tgoz R td /1A a4 e
ot REAEHL A1x}9
B9 A3 2HHpseudo population) &2 714
skal, olF 7|Hte s AT APA mHEE
& F8d o]&dk= AEH (resampling) o]
ThHancock & Liu, 2012). 01?1}9] FHo| B
Y e Fue) Y BEE Aok a0

Hu et al,

oZ Hn

7 411

EXEWo)

WA BHOIN FFY JHY S Al MLl Thet S

= 78 9ol
2016; Kline, 2016), MIATFA ZANA Ahgo]
ol += Q) TH(Nevitt & Hancock,
2001). ORE, REXEHS 33 ol
B4 7 de) TR Helo) Rl
Hoke JM AAe g Hewew
F2 F ok 28y %Eéé%lol Mplus

A]

e}

£ Mol glomEs,

zl—;ﬂ o]

5o BA AxEF ol

(estimaton) 2.2 T3 E o] Qo 53] H] A F
4 24 stelA & iy s FAA
2 A3E &Y= JE TEse, B

npAEto 2 Ho¢= W 2

(frequentist) A9 A
Hj| ©] 2] Qk(Bayesian) WH o] A A THLevy &
Mislevy, 2016). HWO]X|QF& RIZ=Fo] A3}
9o 558 W2 Agety B
z

PN

T
FAsE ATHOECIAE, AF9D, 202D,

v o

— T

bl

r°"

o) BEE ARe] EHE W)
(likelihood function)@} Z<=ol] T3k
e UElE AR
S B3] HAHTHGelman et al, 2013). o]uj
Ago] tieiA EAT FEE ol ke
V¢ a7e) gese dae Yo A
ol e g U= FAAl F8 EHO
2 ZZzPthKaplan, 2023). %s] Ao HA
%Vé% T4 Aol & FFS WAA F=
Ao Z dHA 9O ™(Depaoli, 2021), ©o]Z <l
il A 7Hgol THHA de FRolA
o] A& 7hs/do] FAE0] SithLee & Song,
2004; Liidtke et al., 2021).

EHo};Qo] Z=72 vlHo] Aot wet g
Pl FEES v A77E Ad 309
3t #dstAl 3 H A Chou et al., 19915
1996; Falk, 2018; Maydeu-Olivares,

(prior distribution)®] Z

ym

Curran et al.,
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2017; Nevitt & Hancock, 2001). o] & Eo]
Curran 519960 A4 7F4o] 9ujd =
Ao A= A dikdd e 4
HH o

J_?l_

PoE AHEIA stgon, g

2= l‘f_r+?<4 V& Etste] A A<
T3FA &= ADF(asymptotically
Browne, 1984)} MLM2] <3
wate ATE AP3HA T Nevieed}
Hancock(2001)- Curran %1996)?% 5‘34_6‘}71] Sl
T 2148 AAsRAN, F

distribution-free;

& ¥

g vimel 2 So

£ Bl Tiokdel Wse) %it&&‘d =
PEe TekY 4 AT, 22 AFFol
AW AEHoIH Avks w0l ghyitk
A8 Sol, MIMY| FHEE ATE I o
FES thae A0 ARE RGEE, HFA
e A e 2A9 dE 130
g AW FASA RaTe 97 kv

200294 FREA7RE SRS oE) =3
FARol 1F2F7E AdE SATS B A
T A3 Nevitt & Hancock, 2000)= AUk =
g HIATA 24 shellM FEXEJS] 3
S o 2 wet O At gEA U

=], Grgnneberg®} Foldnes(2019)= FEX
=98 £ 385 Ge Ee) =2
NAE L3ttty H
(2022 By V|7 &=
o 71 B2 _1_7401]/‘1L
How 7eds B ole At
ulE 2HolA 8 ARE duruz &
o, g Algdolde]l MyE =M =3 o
geflof oa omgity oA 2, A AT
=< A8 AAY 23, BAETAEY AE,
EEI7] Felv F4 WY FTRE MR

=
o
=
=3
3
g

olrt

ol

I 3*3
BN

o

N

o

oEA AAsAThE oA olEe] W
gogng A9l AFS o]l Y
o] ojH¥tt= AZE Atk o2 s A7
£ Al AT 2% AR 54 e A
A 34 HHE MdYste b oHE:s A
T deng, A 7P Sl 2xdelA
3 Ase ABHoz sty g% A
! A7t dasit.

A=k o:]:th ;L}_H]—;Hé}

el
A
-

PO

2 ) m{o

oM At 7t

AA AT e F4 WHEe] Ak
o wet s PHESY FA= T =97t
71 YA o= E8tar, 2 3

£ 4l
o N

pe Ir
=
QL
M

b
:Jd
o
=T
o
N
o
il

ol

* 3w

N

"i

= o

5

_\ﬂ

N

&'f
JN [1.1[0 [-'\I

2

o L

o, %

i ok o

i
W
N
TNV 1 e O
1 2 du ot o o o Mo

q oot &
lo
e

A arEol 3
2 474 1 A
el e e el A
dh BRS ANE A28l
| BEXE, wolAet PPEe S
W) FYEE WA 1F
Z@ol A s, o
& Fastel oy 24N 34
we) #qo) tel FFHOE ol of
FUE Aol @ =8 T

Z]
1)

—l> i) m
o K
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Fotel F4 el A A% shol=ekel
2 ABBOZA ATAT AUB N2
He Feoh

Av$= Pgel BFA A3
FENYY 23 FAHTA T 9, I
= Ao wel el e
S S AR Pl Agel o]
AAZ Be AR POl sl el
olofX oleld ATFA hHol AE 3

o
A HYEE HHE o8 AS, 2y Y B
T A dAA BT & e TAHS
&tk olwl A4 7H8ol fuid B¢
A4 e BERA R A5 W5
o]AY o]EE A S(binary data)} o] EZ
How Ay shgel M WFY 4w
(categorical data)?] A2 UE F A=Yy,
2002, & ATE WANSTL A%Re P
A Y-S FAoZ 4 W g =9
5 A9
AjeE Y
AU wHe PR wae 2o

7P Bol ALEE = WO Z(Wang & Wang,
2020) ngo] Foiz AefolA 7] WAYE
< HUFgA = EFE FHsE AS

Hos tm I 2 49 de
ISl

o

N
>
it
4y o
1>
s
ot
N

9

SEY ZEoM A8 7H8

IEf Al MLS| CHOF B

Ao oA ol 8ake BATE
7} ZTHBollen, 1989; Joreskog, 1969).

for = 10g|2(é)|+t7“(5271

(6)) 1
—loglSl—p M

9 AelH £(0)e ATATF AR
AA FHE FEA

2 doly, p= TF
53 Wg pAE 74
AL £(0)7 ARNAY TR B 531
o)z Y + 2
Ao AL o g
Z RERS omshAl Aok =8, dAF4L

o rlo

e
e P

o

it}
to g M

HoRow FHAo|n EWE

+THBollen, 1989).

FAY ol o]F ©
= Bk S ARBATE

th= Aol UAtkBollen, 1989). 2F A= A
AL Y84 $=|(Likelihood-Ratio, LR) y>7
BEAFS ol &3z, ol& ofefet Zo] A
SIRd=g

X =nfiy )

A Z=IvY Algse
< H0E T doy dikxew
= A2 52 (n—1)fy, 0 AH8dnh A
5 e 2ol AR dHsiA HAdt
o

VCARE olgsivl

AR A

AR TAZ
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AEAFY FHELI} G EX ZAR
A o]&& HIEOE i) ojm M o]
o] Ay feide BT d=e}

AE7} 0ol 77 HA BRIV S838] A

= 71 o] grEE ojok 3HtkBollen, 1989).

SN TR T )

M 7H

AU e Wil o AEE
£ meEts MstA 240 gyl @
BHEZ AFRE S PPoldus Fan
(Yuan & Gomer, 2021). o]dj 7}
Holg olgstnrt sk 7 2
7} AFEEE m2n, Yool T Ws

= KR
. =
<=
¢
H}
al

=
AYRLI oY YTFELE

Aoz = 5 HA=e Ayt 2717 7HE
= ] FHSTHCurran et al., 1996;
Kline, 2016). S Bxo| g 2 HE 7]
o A Curran (1996 Athgre] Z+z+
29} 72 Yod BAE wAETT son,
Kline(2016) Athgko] 242t 33} 105 Fo7}
© A% A4 ZA7E T ®Hyit.
olggt =M & 4 UAxol, At 7HE
of ofuf F=ol ek dojd 7IEol EAsHA
gore ATASS AR SAH A+ &
ol A Ve Adds=
o 2 dAFedME 54 ZIEge wE 8
& HEE AvEy] o3 ddg = 3 A
o] Ak 2718 A 7HE Sl Vs
o2 HAsHr)

8 718 flHl Alel 2XMFE

FolA A
S LEE
& A 9H(Chou et al., 1991;
Finch et al,, 1997), o|& EUIZ F3s}= 54|
A ARAME F 7 F2 FA7F EAdh
AR, 28 AFE AA olg4HE VAR E
Aol Hh3AP) Wet mYH A2 el
QAT HAL TEsA AAZE B &,
AR 7ol AMEASE A CHAEA
ol (TS WEA B BAVF BT
(Ferraz et al, 2022), o]= AF=E Fr7HEE 7]
Zhshe 15275 Eole FAA EAE o
o]A = Z1o|tHCurran et al, 1996). E=l o}
2 A%E CARSATF BAE A A
F= A% AsolE G vlAL, 59
YRS o2 FAHE CFl, RMSEA 59l
T g FA7E HAskE Aow A 9l
TKGao et al., 2020; Yu, 2002). €4, 7§18 2
o %918 27 A olgEE RELWL B

= EA7}F A stHChou et al, 1991).

of Feteul, weF At 7Hol SujEd

olglgt HraPol| W3

Hayashi, 2006). ©]Z <3| HAFAZFS] ALt

of HFFo] A7, AHH oz FAHI HA

o FFS vAA "k F ANERFT Fo
A= frositte 225 WEe A

Al A false positive) A7 LAE = 9]
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it 7HE Al Al tigE om AR
© 74 e o] 235 95 A
A THAsparouhov & Muthén, 2005, 2010; Beran &
Srivastava, 1985; Bollen & Stine, 1992; Gelman et
al., 2013; Satorra & Bentler, 1994; Yuan &
Bentler, 2000). 1% £ AT tjEH o=

ogHE $AY A= P REXEY

2}]\

glolo]x|et #4& vET Al 7o thetA
4 el oig g ek ZF ol
At 718 Slell ti-Sske el el =
oJgit}. 53] oA 27 dnbAl A9
e ApolE TR 7 o] Y gl
B Aol dAske EAlol thel of€A A
oA AEn.

+
0
ra
bt
=
4o
H-|
o
rE

(
-

MLRO|THWang & Wang, 2020). MLM-2 Satorra
St Bentler(1994)7F At WHozA H
HAH(mean scaled) Y AR EAFH F1E
FEeAE AT, MIRS HIHo=
Yuan-Bentler A FA Foll A= HAEA
F3 20T BELAT AT PHoln
(Asparouhov & Muthén, 2005; Muthén & Muthén,
1998-2017). & WY BF VEXE HEEE
B BAE AASAFE AFeA(Yuan
& Bentler, 2000), MEL %] E}YQ] FEAF 384

(sandwich-type covariance matrix; Bentler, 1983;

SEY ZHOM Y 7S A Al ML THRF B M

Browne, 1984)& ©]&3te] A% BEFLAE
A== FE 40l A=(Yuan & Hayashi,
2006) WA, HBEZAZFN BEAE ALt
= H ol & FFY ARIPES o] &3
= ZFo|7F tkSavalei, 2010).D ©]9]
MM} MIRS HIHOo2E FUF A%

SAFN BFA ARE HolAWL %
7 A we MR bE ARE AEshe
T

Ao g dHA JThMaydeu-Olivares, 2017).2 &

i
ki

& F F4 Y] AFE Blags o, MR
o HoHew WATADL Y 44 o)
Je EPolE Fsit= HolMd MIMET
g durzQl JelE & 4 UTKLai, 2018). &
A 4E BT DAR ohiEt BE BY B
T+ B A(mean-variance adjustment)® X27‘§,7§%74]
T A ZEAE AEsie MMV
8 @A) Stk BaE H 90 KFem
« al, 2022), TR 2404 NG el &

Yol the ATE obY FEHA Y &
Wu, 2012).
WA, AT 2ol FFAE
CAREAFE Best ol A By
..

“F(scaling correction factor) ¢& ©] &3 A A

o

D MIM2 7|t AERPHE 7|E oz o] §sin,
MLRE #F ARPHS 7|Eo7 o] §3th

(Maydeu-Olivares, 2017).

9 TR} Aol 4R e BFEeA A
7t AT E oA HEPHe] o & A
0|2 FA| ¢A9KYuan & Hayashi, 2006), ¥¥H I

b F8E AR e zRAA HATAC B
A" A, oldd Anad el Aolrl wy
9 w5 AAe) BAH Aol L mlAE

=
Aoz Ad#x ¢ ThSavalei, 2010).
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2

scaled X2 = XZIL (&)
oA BRAAF c= HFEY i A
A= 3712 l:ﬂ— 0—3}.‘5 %}\2 (Hu et al 1992),

HIATAE R Q8 o7t 188 & #%e ZH

goan AuFAY VAAEATY EAE
SR g ATk & AREAE EAS
JhtomM o] FHHOE \EY ¥
3 ZolAm, RAR HAFAZLE =Y
Y=g #IdY 5 Al FTKBollen, 1989).
Ggoz FAAY BEoAT} HaFA
He BAE AENA TEY BDG ol &7
o=ZH o Ax AT 4 YrThkSatorra &

1994; Yuan & Hayashi, 2006). A =2]%]
TR PP Anae G9Y, 5 72
TEA YL shedo] T BBAS HE
9] oA g H(outer product matrix of the score
vecton)©] FEO T AL Qe FElo FE=
(Savalei, 2010), ©] FHE 7|Hto 2 FHH F

e A=A =

os]
a
Ei
o
=

FoaE AT FFELX
F 22}l S} (Huber, 1967; White, 1980), ©]
£ MIMF MIRE ©] g3t 73 & A
(Maydeu-Olivares, 2017). MIM-S ©|83F ZA3+=
dutAd o2 ALEHE MS9 R FE P9
7o RZ QAT A A,
ZA3}= Huber-White £ X2 A A=
SHCH(Huber, 1967; Lai, 2019; White, 1980).

MLRE ©] &3t

sl A FER WHo|thHancock & Liu, 2012).
A [e)

N
m run% L
O
[ S—g
o
fru
kL‘
éﬂ:
o
Iy
o2
i
o
o
>
i
or
_

N
Bl
o
Mr m

o
o

N = e

B

. M

R

morie

2 (o

m
[
|m
1)
rl
o
ol
I
<l
N,
S
{
[t
-
?{_4‘

)
r o
B
i)
A
b
1o

T
o0
B
o
g
&
DO
(]
S
o
=,
oo
)
m

Bentler, 1996).
7 9 AgEE
HE ~ E W (nonparametric bootstrap; Beran &
Srivastava, 1985; Efron, 1979)3} Bollen-Stine2]
2g 7]dl B E 2~ E W(model-based bootstrap;
Bollen & Stine, 1992)0] T} F HHHLS 7B
x%gi 59___]6} l%_E_ilz_aﬂ {(Ej_;‘{]_é [q.g_;(]u]-
7PEel RAGo R JHEHe 28-S 283}
= ol zFo]7} thMaydeu-Olivares, 2017).
MRS HEAEQS HE O AAE ol

ojf mY3} me
HE A o

ST T — —_ T AL
Sl FAAe RYREE 2ASE W,
Bollen-Stine FEXEH S ] FHo EIE
FARANE mE3) EAGe HES W

skl AAHS &3 THBollen & Stine, 1992;

Hancock & Liu, 2012). ®1&s}7 &L TES
o] &3l HlES REXEFS BX= HlFA

23 Az AA

=2

CEEE B2] gE),
=

A Axr} g2y A7} A ETHBollen

&
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Stine, 1992). We}A] Bollen-Stine FEXAEH L
gungol 198 wEE B =3 AY
52 AASHA = thBeran & Srivastava, 1985;
Bollen & Stine, 1992). WH3lH FTES 714}
miToR gty $Ue RESED W3
7} X Eof(Falk, 2018), B/|e] FEXEH &
Re AHT T B EE FA0] el

FEXER ARABARD,E AT F

. gukx o g o]
ARyt ymt= 2829 FAH &7
23 4 9JTHHancock & Liu, 2012).
o)AY RE~EH HAF o]gete] HEX
Ed BXEIELE FASIH, oA B F
AX S EJTE 5 Ao gutygoz
Balel Tald A9 vx
9] E99¥quantile)E ©o]&3t] AFFE F
Asta, o] A¥Tte] PATLA s Y
]

WHOE 0¢ TSI YA wrkE o

I
fr
>

ol frelgel e FRAE o,
z [

28 % 9 tHHancock & Liy,

r-l

juid

o
o

o
BN

ol o
3
=5
N
©
rhu
o
ofy
3
o
il
o
i
o
>
Og:{l
ok

=)
o
X
ot
AC)
i

g4 RN Ed 718 fIH Al MLE| CHOE B

ojgat] ALY ARE Ego iy A
AR r e} Agste] FES 2

2021). &, W|o]Z g
of e A7k AX S REET AAHEE
£ AAsta, AR 7ML e | o
g BRE FETTE Yo, AHEE
9} 530l AJFEZQ AFEE I (posterior
distribution) =
Zof Tt = T2
o7 3 7hsstA Ktk
< WHEskE 23 W vEE A9l 2H)
FHE-Z(Markov Chain Monte Carlo, MCMC) €l
Y& ol&ste FES Pl oF FTHKaplan
& Depaoli, 2012). MCMC W& &35 o

=
=
A

[o}

35 4ola] olele AtlE AFEEE
Endoz 4T 4 Atk el Un
(Yuan & Gomer, 2021). £3], MCMC W Sl

M= im0 o] §5= 2 AE2(Gibbs
sampler; Geman & Geman, 1984+ A52] &
Ae wHgste FEY FHu 2247
z30l FA A g AR F Aot
(Scheines et al., 1999)= ZoA] EAo] FAA
& HAFED &, MCMC WHE Az tie)
4 2x Yool e 27
ool o|za erom, HATH AR o
= delE 82 4 2k

AFRZE olgelo] Fealt WolAte

7o) Ao vmste] By 347 B
=

o

B 5
AR WpAo] zpol7F ATHMuthén &

T2 A=

FA wo] g2t BeE AR 7}
w2 s A 34 Ze 3t
e AUSE vy gy, wo) Ak
24E g8l 4E VMRSt oo &

ol o m ) p

| e R St
Mo o =
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-

ERIE Yale] wao] BAHS YT
Thvan de Schoot et al., 2021). &, FA°| A3}
o AFEEE 1 BTOG TUR 52 5
QeFetAY, A8 THcredibility interval) & T
shol BAAHES FAT 5 UCHMuhén &
Asparouhov, 2012). Yo7}, o]# 3 QokH A
29 Hek AxE YristozZH, WrFo H

:Lﬂe% U_[_ _7]:24_/] 7(4§J-EE 7-]26'$ 2= 011;].

<

(Lirdeke et al., 2021; Xu, 2019).

go® a APE T AANE A
S o= &l HXKposterior predictive checking,
PPC)7} &-&F THAsparouhov & Muthén, 2010;
Gelman et al., 1996). ¢l E&o] #&H A5
o Qh} A BoksRe AAols, =
Hg soz A4 Arst BaE A}
FAFSER] 215t 7l o] tHGelman et al., 2013).
olul, A%
ppp; Gelman et al,

A= pEk(posterior predictive p-value,
1996)& ©]-&-3k] @_zﬂ
Aol g AREAL] AF o=
(posterior predictive distribution)ol]| A =A<
WA BAFoEA, 2ol A AR
& otk A% o
]H]'Oi A= ALS o=
(posterior predictive data)®] FA| TS| B
4 AYE WAL 9% DAL ALET
(Levy & Mislevy, 2016). ppp @t AFSE o= &
Tt A giRAoz YAE Az 7|EHE
SAepo] BT AT sluke] FAGRY o
SEZ AoHH, =y 7vter A
Azt #29 ARsh §42 0 o] g
sttt ol A THGelman et al., 2013).3)

Iy
i

F{E e r
PO oo =

m
A

b

mlu

|

3) 2g3} 277} sl H@—*‘}_‘L:__
059 Aolx, 0594 "oz
A7} AYeA ke AL ofuiapl Ak

bRl =4 WY FI= val

A7 WATRAL 7
oM ATE Fadl UlUH 4 B
ST HEol gk o)A FEE
He A7gelA 7 Pel St 9
A e AT BT Aotk 4§ Bol
MIMY] F3=9} Heddle] Nevitt?} Hancock
001) FSES FEIV|7F grE Aedde
A4 714 e HEs BAglo] 15
£ A48 FAY 4 A%T BIF 9,
Maydeu-Olivares(2017) 2 Yu(2002)= 7} <4l
A=ot Aaglel 157 Al oE=el 3l

o e g
oo o &

¢ AASYTh A At 529 A7
22 AN BY, AR A4 2AC), AR
2Eo Fo, WA A, BRI $ol
Aprich 473 DR AL FAT 5
ek ol #4¢ FY=E WG 9T 2
S Mmah] AsiAE thke AgdolA
z7e 88 B9GP TBA Eo} o
Ak Z1e vt gepd] B AT A
b A Wtk ATE REs] 35E 71E
2 RS, do w2 24 PEel S
A% AAHoR BRI olF s A
B M4 Slelsh BE PEE AT s
1, o} T8 HYoR 7} ol 54 =
AolA] Mol 8 P& AT ol
AT F9 BH F st 2AEE A
G 9t ARE 22 PES AW 9
s, 24 Wael R wgTEe A= 5
o 7lzd weh AT ARE BRI ol
=2 $Y4Y AE AN, £ o
88 7o) ABold HAE aofHol %

1] AgHRO, 7 Aol AgH 4
W] RS B wwe 7o ko] Wl
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M2 - A4/ PERWHA DU0IN B JHE Slu Al MLel chet By
1. 240 o] AlZYold EA 2%
=y AR Te T HhE tolE
AR = #4 wpan
p = A= 3 234
100
0 0
ML, 200 EQS
Curran 5(1996) 9 2 200
MLM 500 (VM)
3 21
1,000
100
10 0 0 R
200
Ferraz 51(2022) ML, BS 20 2 3 500 1,000 (covism
30 2 7 ackage)
1,000 packag
0 0 100
MLM, R
Grpnneberg & Foldnes(2019) 11 1 7 300 2,000
BS (VM)
2 7 900
ML, 250
-0.5 0 05 2~3
MLM, 400 R
Lai(2019) 18 -1051 3~5 3,000
MLR, 700 G
-15 15 2 6~10
BS 1,000
0 0 100
MLM, 8 SAS
Liang & Yang(2016) 1.25 3.75 200 2,000
B 16 (VM)
2 7 400
ML, 16 0 0 200
D
Maydeu-Olivares(2017) MLM, 3 0 2 500 1,000 Mplus
MLR ’ 2 3.18 1,000
100
ML, 0 0
200 GAUSS
Nevitt & Hancock(2001) MLM, 9 2 7 200
500 (VM)
BS 3 21
1,000
129
0 0
ML, 258 GAUSS
Nevitt & Hancock(2004) 21 0 6 2,000
MLM 645 (VM)
3 21
1,290
100
ML, 200
16 0 0 EQS
Savalei(2010) MLM, 300 1,000
16 2 7 (VM)
MLR 400
500
0 0 200
MLR, R
Xu(2019) 9 1 3 500 200
B VM)
2 7 1,000
100
0 0
ML, 250 SAS
Yu(2002) 15 2 7 500
MLM 500 (VM)
3 21
1,000

F. = 2%A(facton)2] A<F, pE AEWSindicaton 2] 7|FE 2]m]. VML Fleishman(1978; Vale & Maurelli, 1983) 3, IGE independent

generator(IG) ¥ (Foldnes & Olsson, 2016)2 2|1]. H]A 14

B = ulo]x|<k

Sz
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& Bollen-Stine FEXE#H) 4 [HZE
Z7F AR wlolAkE st
5 WA 2a) A4 JPEe) e des
T8 7Hs’ 712l teliA Atz | et
FAsAR At ow 7hg gol AMEE
% 2, A% 79 ZZ(Curran et al, 1996)%
Aoz FRANYT. ool wet AFEEY
W ==0, FE==0), F7+4 780l - Siul
HAe Ho<dE=<2, 0<HE<), A4 7t
ol T A=E pEs Wei==2, #
T=NE Ut B AT A RECA
= A Apgel Az S 2 o
F=H, ol o3 oA T
e Ao ze AT - fE A
T4 AV A 5 7] wEolth
Sof, wAFACl 47T WGt T
WY wde 24T AL, o
018y A AFellA 4
UEF = Heywood case®} 72 &A|e] WA 7}
TS Bl oldl wet At 7 e
A s T4 1Yl s Azt =
Ae ALska, 2 99 Al 7P R T
Baqn
A WA w8157 2de A
2 vge

=

P o ol

N
BN M o ol N

N
N
ol

4 2

Eyola Ans
BRI} L A= 250),

SR 744250 < ms 500), 2 -Hn > 500)
o Al FELE EFIIAT AR, A
FWF ANE 2ol AYHAE, ol &
A A 7 e 2E 2E AFEe 59
S AT E ot Hedn 435 AATAE
o] FEAF Ao Frjof| oEFmE 2F
A Ao HrollA AFWMT NG =4
L HI=A] 8 F oo FTHMoshagen, 2012).
olo wa} M AFE HIPOE AmWF
M7t He A5s5A vihe) Be 415
7 olhe F FFEOE FEHAL

Atz 249 A

A AFE Aol AHA F2 ol
T shihe 4 ATelA AlEdold e
oflzt Brt 7Ee]l tEA AAEAGE A
o] QThBandalos & Leite, 2013). Wa}A A2
OE A7l AHE vwsby] s 7€ 2
o] M& WS It wEr|HgE Hlw 7}

& E AAsdt. A 28 A
T 7 ZHY AEE

ol 24 4 el RiAE LR A EA

A= BFsta G7HaE 7]

ZA5E gAEAS Ud gES e, ¢
HEZ O 2 Bradley(1978)7} AA g 5252 0.05
ANA e FA0.025~0.075)7F H7} 71FOE o]
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| Utk AEA 1R/ T EC] °
T7re) &3k AL 1FQF7F BAEAT
A2 g Aok, oAb A2 BS
e NEF HIZH fAEH BE A=
£ AR pat A ppp kS AHESTH
= Apol7b vk ptd g 49T BEE
w22 e pppwel tEiMe TAZF dAd

o] 7Fsgk o] 7Ekcut-offio] A 3l
A ¢TtHCain & Zhang, 2018; Hjort et al., 20006).
a8 Esla 71EFCeE 0.054 0.10S
AL dEFolgtar AljkE AL, ol
2 vl o2 pppikol 0.05 )3t u s =
ol AR} AYsHA YT RS UL 5
A THAsparouhov & Muthén, 2010). 3, A%
g ug EgHoz WUy 3 AAEe
SHA BRIt A% ATHCurran et al., 1996;
Liang & Yang, 2016; Nevitt & Hancock, 2001,
2004; Xu, 2019; Yu, 2002). YuHzo g HA
o 1595 B4 GRE I oIFl =
sged, ol 15087 413 BAE =
Aol A= 5 e 449 A w2
7] W EOo|tKYang et al, 2017).) ZHAHL A

o] g1

4) WA 2hA A 1FLF BAE &

o rEuT B we sbsdel gene,
s shtel 1295 WA okl K7
8 71F9 ARgo] FAHTHFerraz et al., 2022;
Maydeu-Olivares, 2017; Nevitt & Hancock, 2001,

2004).

&
jan

ancock, 2004).

SEY ZHOM Y 7S A Al ML THRF B M

29 AYHA @e RIS A LG
2H 9HlE AEAE UL BES Ealv)
NS ATAHE A 0% o4 Suat
£ o] A olul, RSt HekA o
o 2ol FUATL AHD T 2R
modeh?} 2, AFAE 89l F2E AR A
A3} Liang & Yang, 2016) 0©] ©}d(nonzero)
9IREES JrHoR ekl [y A4
3t ¥ (Curran et al, 1996; Nevitt & Hancock,
2001, 2004; Yu, 2002), 2> RMSEA 52| 2¥

2HY AEE olg3te] RAF Y=§ 54

ot

Fog AAI} RFXy 2019 T YHF
t}6)

o=, By Fo4 SHAAA F39 A
e BFAY] AthA HEgS T g
& 4 otk oA AFS ke o], Hulex
e HATAE 2HAAE v AFEA
U e FAY Ao 7gEy] wil,
AdY AFELS 7 ol EFEA FAHAE
Aot AestA A2 F deAd 2¥E

o] A R ¢kthLai, 2019; Maydeu-Olivares,
2017; Nevitt & Hancock, 2001; Xu, 2019). 5=
o3 2AA A B RAY WL
A% AR RELA e Aol Bhehs
REOAE olgd Bxy
5% 44E AR AES
Mdlisias,

Ir h

=

eX
ZIRro g FAHE By FAHAI

6 A4 BB e gaE aRas) A
A7} BEAo, B ATolN AEF 57

£ 5l
By A% AxE AAsidlen, & d7s
RMSEAS 0242 AA3 z7oAe AAE A
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10% AU A4 88 7Fsd FEeR T
T H(Hoogland & Boomsma, 1998), H &1
T ®EA FAA 9 A HE tiF B

7} Azl dABEHA 10% 7|2 ALl A
bR e
F=0| M2 Z1f Hlw

U 7120 w2t BRE 58 A A8
Bxol ZAo wal HHEA z+ =AW
M Ave AT ), BE AN 152

o449 2 ZEak FHAY FI=Tt
dEA o g HEHA GporE Zvit; X
e AR Aavt gE Uk FYE
z7e @ AN Qe Be Y AAE
OE AASHL, o Adrt 23E Aol
v HEHoRE Higd Hugs AAsko
Avte] AWHAQl Ags HoluA itk o]%
HFH AqA 7o el Akl mE 49
ANE R oz AASta, 7k 204 A
T F e AHE =EFS= 4 Wi
sl FPH o =ojdch

155

ZF ] RS ApolE Mludh 107 A
Edold AT 159 ¥ tial] ot
ZAd Ao A#HE HI3FYTHCurran et al.,

1996; Ferraz et al., 2022; Grpnneberg & Foldnes,
2019; Liang & Yang, 2016; Maydeu-Olivares,
2017; Nevitt & Hancock, 2001, 2004; Savalei,
2010; Xu, 2019; Yu, 2002). 3|F ATFEY 1F
7 WAE AHAE A 7 2 ot &
F9 A3} K 20] ABAY o) +4H
HUeE PHe MG MR FRE A3
£ olusinl, £ el A% 3 Fel@ Aol

e AAet
Zi% ANRE A
Ao A FEAEFH] 7}
Heow, +44
JM% W) o) z|ete] 1 HE wEith
olye Ax= AA MY 9l AR, AR
A5 N, REIY] 2o w24 U
ERgton, 7 2o @& Ao s &
A o2 AR

HA, B 7Hgol ®
AE=09A FEI7] 2%
o HX& dEF IA FS

2
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% o 32 }r?l o
) ot %
i
S =
T‘g é ol
ol
v’ i l"_?l'.
s NN
Ly o, N
N E ©
2 2 ol

o E (o X2 1o ox ot XN oJo B ojo N b oo rfr >
r'E
g
oQ
oz
rlo
4
ol
KA
Y
=
o
b
o5
i
=2
2

™ fu feorfr N Lo i b
A=
N

2
ok
4r
;C_)l
32
T

theoE A4 7Hgel M ARt o<s)

7) MLM3} MLR®| Zpol7} F8ieHA] Uehd 739+
AZA 20E& TFAK A7Savalei, 2010)°14]
g #AEEHAT i AFelAE AT Hol
Ele} ASA] ZAMCAR)] FAo AT
MLMo| AWtHo R 1FR{FE 243 FAHA
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20N dd 7+

IEf Al MLS| CHOF B

H 2 AEHOM =0 M2 Z FY "ol 1327 Hln
F4 U
v A4 AxHF HEE
Corrected ML BS B
A= e 37
min max min max min max
S 0.050° 0.095 0.023 0.049 <0.025" 0.063
1574 .
M 0.050 0.065 0.036 0.050 <0.025 0.021
Llkls
5 =0 L 0.067 0.080 0.043 0.059 <0.025"
AE=0 S 0.076 0.350 0.000 0.007 0.007
1570
M 0.062 0.110 0.012 0.030 0.059 0.060
o]/}:)l—
L 0.046 0.090 0.021 0.044 -
S 0.108 0.125 0.010 0.035 <0.025" 0.143
1574 .
M 0.070 0.100 0.039 0.053 0.000 0.099
Llkls
0< =<2 L 0.050" 0.063 0.033 0.047 <0.025"
0<H =<7 S 0.130 0.940 0.000 0.014 0.123 0.186
1570
M 0.070 0.380 0.013 0.021 0.338 0.477
o]/}:)l—
L 0.056 0.190 0.018 0.041 -
S 0.055 0.175° 0.023 0.040 0.025" 0.272
1574 .
M 0.065 0.094 0.030 0.068 <0.025 0.255
Llkls
J==2 L 0.040 0.076 0.045 0.059 <0.025°
AE=7 S 0.017 0516 0.000 0.009 0.454 0.649
1570
M 0.015 0.130 0.009 0.022 0.749 0.888
o]/}:)l—
L 0.064 0.020 0.027 -

<. Bradley(1978)9] 7|5(2.5~7.5%)° &

A HAaghs,
500 =391

A

4 &

_Hi_
2}

1<

M o

fr o 2

2 dr oo it =
N

>

2, 0<HE=<72 A

d A8 frAksAl A
3 Aolzk BRI A E
EXEHS TEI7|9 AA o] U
ngglont, wolAet
Agol F

OTE ‘/]E!] *T‘::‘

S 7|Hko 2 t)EFAQl 3k 7]A). Corrected ML =

715

Zahx) Fohs

maxe HUIZHE 97l

EAL

Hitete AEgold Ade

FERI7 2749 A
A5, AEdEeld At 19

7h A

oM A 71l
Hae 240 o

A o

s
o
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o ZRAE FEA. mind G Z719
50 23} 500 ©]3}, L&
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E 3 Al=gold =A

Ao 02 A weol AN

[= Ry |
4 B
e T )
Corrected ML BS B
1= 7]
min max min max min max
S 0.520 1.000 0.305 0.785 0.936 1.000
g E==0
_ M 1.000 1.000 1.000
HAE=0
L 1.000 1.000 1.000
S 0.977 1.000 0.937 1.000
<9 =<2
_ M 1.000 - 1.000
0<H =<7
L 1.000 1.000
S 0.400 1.000 0.235 0.645 0.125%* 0.999
J==2
_ M 0.750 1.000 0.990 0.625% 1.000
=7
L 1.000 1.000 1.000
T A o] 08 o)l AEHA Ade H2 SHAAR FA. mind AT ZAAAY HAGE, max
o

BRI 2749 AL, s= 250 ¢k, ME 250 27 500 ©)3), LE 500 272 ALE
u. *& FAS A9, AlEHCA A2t J90E AN w) sld 199 S 7HeE g

© Lo
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A4 1ol e gl ES
Aol wheh PAHE PUE Debsled, A%
We A7t AL ASele mRAe 4w
glol RExEYS] Ago] FAHM, A%
G NG e ASelE BRI FE
Fug 2ol +48 AUss Pl A
go] vlgAE Ao BEET W, wolx)

F TAEE Aol %

o Thek Bl olg® A3
50l Mz 0B x2adg Asgon &
2 AEY +8 thz AFPcks ol ol
9% aclgo] vl FFS MHS 7hsH

o] glks

=
HHds] FABHA Hole A9t B, 1F
o

34
Algdlold ATelMe 15/ AAE g
olF, A ZHA oA FYH
Ag A¥EA "o 13
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ot

4
il
Lot
s
o
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Qteh. ol

BN o R
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il
oxl
=
ox
N
oxl

1996; Liang & Yang, 2016; Nevitt & Hancock,
2001, 2004; Xu, 2019; Yu, 2002).

Fo &S ARy, ZE o] gA=
712 ol AAYE Hole HAOE Uk
o At 7Pgol vEE A, 89 3

T

L.
£

[ex

8) Liang¥} Yang(2016)& Mplus] TIZE ALHEZ
o] &3}3l, Xu(2019)F blavaan(R package)2] TZ
MNARZE o] Th

fm

v
Ay
tlo &
2
>
N
o
o
©
r_}[_‘
e

B8 A7 ¢l9l

i
omz Y Wuel Ave AT & gl

Ehtet.
aorsAE, A4

o 9} =S} mEIy] 2o web 3

Aol7} ebstty. A4 7ol gulE T

Ba7h 94 57 ol4Y o oAt 5

A8 A= PEe] A4E Ade dgA
o7 gAEoen oyd ZASA F W
Ho| Ago] ARHD RE2EY PHE
BIL FRE A WHOR FHo| &
gEAnh ARG g T oHETg ol
S oz gl webs U 24
A UA oo EIFY|/} FrRE HS

ek Iga RE

S0 Apgol FHHET:
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4
i
fo
_);1_4‘
=)
oﬂl‘

AAZ] 2y AFes FRI3E o= =
T Y4 AR AHeEHE Z2FA FHA
o AL HESE AR oot 7
Wl FHEE ulwsly] s, [olRst
HFALE] A AHFE l%o}ﬂﬂl gt A
A 54 alFatEe] FFeAtel tia)
AFZEE] A KNevitt & Hancock, 2001; Xu, 2019),
BE QQIB3 T HZ oAt Ud HAgho
Z =" THLai, 2019; Maydeu-Olivares, 2017).
ol 71E ATEL FFoxe Az #H

F& Brrste d Al 7HA FAE AHEEA
THHoogland & Boomsma, 1998; Lai, 2019;
Maydeu-Olivares, 2017; Nevitt & Hancock, 2001).
ZF AFeA =29 Ade AR e 54
o2 AHenR, AHes U VE
oA dFHo=® M= ofHu. o]

B Ao A+ Forero®} Maydeu-Olivares(2009)

o] WS WFPsle] o] L3} Foreroﬂ‘
Maydeu-Olivares(2009)= I8 Eol tis] &
Szke]l Ad HWELS 10% U9, 10%~20%

TR E‘ﬂ@}‘”‘ 7S %5—.‘—'3}% H&S

Bl 4 e 4%S WUkt B A
TollME 2 oz Aatd aqlysd ®
Zoxto] AthA #eF Adr) 7]1F10%)0] H

Hohe Hl%i’%i s AN A& S0,
100%ehH= A o9 YHoR el EF
o}l

Maydeu-Olivares, 2017; Nevitt & Hancock, 2001,
Xu, 20195 A2 A= 17 13} Zh
a9 19 @@= A 7HEe] v A,
b A4 7Hde] ot flE A, os
B 7HEel S AR Suld AdolA
o] ARE HAFt Igox Hol:= ule}
Z2ol, @olAE Be o] 3 AS g9l
& g AT I, A 7Hgol SfulE A
FollAe B 1o 3 o7t yehskeT,
HA belAE FRHI7] 240 wet HEdE
2 5 7 F2 deo] BEAt A WA
MIM3} MLROA Uehd Aoz &=7]
b B ek Sl sl 9

rlr

Ao, F HA= FEXAEH d|o]x|Qt
oA 71e] RIe Aste] wlge] sttt

=
7 e e B £ gt ol

3 % yjEle] o) 7k whHo] M o] 24
gFEseA ARz dgE F len, os
FEEI7]0] }E A= Zolo W o]
A Exo] 203 IS nths HL A4
gt el E, oAe 2 ke HEA
HEZEY Fedo] T2 WS Hlg) ¢
T ZoR gl ¥, Uz e

LAEA Az TPt FEHAG EA

A%, MIM2 (be] Adet @ MLIRF

o AolE Hol: Ao Uehgd. ol

s Wl EFE A3 AgLai, 2019)7F ?ﬂ
H

9) MacCallum(2003)0] WZH, AP B zmyge
Frue) BHO Ao Bsim, ko] R
e =2 H“&ﬂ T At olo W} Lai(2019)%
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Exploring alternatives to ML when normality assumptions are

violated in structural equation modeling
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Maximum likelihood (ML), which is commonly used to estimate structural equation models, is based on
the assumption of normality in the data. However, violations of the normality assumption are frequently
reported in psychology and the social sciences, which can lead to biased estimation results and undermine
the validity of statistical inferences. Although alternative methods that can provide reliable results under
non-normal conditions have been explored, the performance of these methods has shown inconsistent
patterns across studies, making it difficult to establish clear criteria for selecting appropriate methods. This
study aims to address the problems posed by violations of the normality assumption and to explore
alternative methods for dealing effectively with such violations. By integrating studies from the last 30
years of research, the study attempts to provide practical guidelines for researchers confronted with
non-normality in their data. It first discusses the importance of the normality assumption in ML and
examines the impact of its violation on estimation results. It then presents several alternative methods that
are applicable under non-normal conditions and analyses the principles by which these methods deal with
non-normality. Furthermore, previously published studies are systematically reviewed and categorized
according to specific conditions, with the results visualized through tables and figures to compare the
performance of different methods. Finally, the study integrates these discussions to propose guidelines for

researchers and highlight their implications and limitations.
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